Higher-order interactions in single-cell expression data

What they are, and how to estimate them
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Spoiler Alert
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Biological Networks

- Molecular Cell Biology:
- Pathways
- Causal
- Interactions

Biologically meaningful

Experiments & Experts

Is it possible to learn these
networks from observational data?

g 2en;
0 s Lomtorss

source: KEGG pathways



Genetic Networks

Source: UMAP documentation



Reconstructing Genetic Networks

- Expression of genes X; € X @
- What does each X; -----X; N

represent? @ 777777 o @ 7777777777

- Existing methods: . ‘ .
- Correlation } I

- Mutual information @ i / /
- Causal graph N A

- non-parametric @



Non-parametric methods hide dynamics

- Binary transcription factors A and B
- Affect Cindependently: C=A+B
- Affect D as bound complex: D =A x B
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- Do not differentiate between dynamics!



Misspecified Models introduce bias

- To get dynamics, you might try to fit Estimated interactions in different models
an explicit modet. Ground truth
| L5 (7 Conit] o
- Generate data as Xy, X, ~ Unif(—=1,1), S
a
Y = X1+ X2 +X1X2 0.5
-0.5

- Consider fitting a model of the form:

X0 xin xix x]‘xz x*fxz
Fitted interaction term

¥ =x1+ X2 + axix;
- Even worse: If there is a hidden X3 such that
Y = X1+ X2 + axiXo + BX1X2X3

= X1+ X2 + (@ + Bx3)xix



Model-free Interactions: Intuition

- Let's take a step back: What do we actually mean by interaction?
- The effect I; of gene X; € X on an outcome Y:

I = Q‘
o 8X,- X=0

- Two genes X; and X; interact when expression of X; changes the effect of X; on
Y:
%Y

8/,‘ B ‘
x=0  OX;OX;lx=0

- A third gene X, can modulate this interaction, which we call a 3-point
interaction:
- (9/,‘]‘ . 83Y ’
ik = BX;? X=0 N 8Xk8Xj8X,‘ X=0



Model-free Interactions: Definition

2
+ Interactions are derivatives of an outcome: I aggx ‘
X=0

- Most general outcome: log p(X)
- For binary genes, we can calculate this!

% log p(X) o PpX=1X=1][X=0)p(Xi=
VT axox; ‘xzo_ p(Xi=1X=0[X=0)p (X =

- Symmetric: Ij; = lj;.
- Conditionally independent genes do not interact: X; 1L X; | X = [;; = 0.
- If X =10, log-odds ratio.

- Model-independent - can be directly estimated from expression data.

- It can be generalised to an n-point interaction by taking n derivatives of
log p(X).



What are higher-order interactions?

Alog p(X
S 1-ptl; = ogp )‘X .
- Innate tendency to be expressed.
al;
. 2—pt IU = 87)9‘%:0

- How X; changes X;'s tendency to be expressed
- Vanilla gene regulation

" 3-PUlijk = Fx, =0

- 'Combinatorial’ gene regulation
- Expression 'epistasis’



Model-free Interactions: in practice

« The TF-models from before:
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- A 2-point interaction for independent transcription factors.
- A 3-point interaction for bound complex of transcription factors.
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Interactions are something new

Correlation isnot Causation
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- sCRNA-seq: 1.3M embryonic (E18.5) mouse brain cells

- 4 cell types:

- Inhibitory neurons, olfactory bulb

- Neuronal intermediate progenitor cells (nIPCs)
Astrocyte-like, dorsal midbrain
Neuroblasts, olfactory bulb

- Two replicates of 10k cells.

Data Processing Graph Inference Interaction estimation

N . .

Qc 2 x Neurons peter-Clark —— 1-pt interactions
i 2 x nIPCs i

13M Cells Annotation algorithm (cell type, graph) ) ]

—— Select genes 2 x Astrocytes —— 2-ptinteractions
Binarise MCMC

Data splits 2x Neuroblasts ———> 3-pt interactions
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- When do we call a result significant?

- Bootstrap a 95% confidence interval
- Interaction should:
- Be significant in both replicates
- Have overlapping 95% confidence intervals

+
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Results: we find hundreds of interactions

- 1-pt: Effects

- 2-pt: Interaction

- 3-pt: Higher-order

- Multiplicative:
Binding TFs

- Additive:
Independent TFs
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Number of each kind of interaction

3894
o K 2718 2176
| 184 |239 | 171
Neurons nIPCs Astrocytes Neuroblasts
. 1-pts
s 2-pts multiplicative triplets in replicate 1 additive triplets in replicate 1

= 3-pts mmm multiplicative triplets in replicate 2 mmm additive triplets in replicate 2



Biological validation

- Problem: Gold standards are pairwise.
- Biological questions
+ 1-pts:

- Among all genes that are expressed highly, are the ones with a strong 1-point
interactions more likely to be housekeeping genes than similarly expressed
genes with a weak 1-point?

+ 2-pts:

- Are pairs that interact enriched in protein-protein interactions as compared to

pairs that correlate?

+ 3-pts:

protein-protein interaction than the parents in an additive triplet?
- Are the upstream genes more likely to be transcription factors than the
downstream genes?

® () - In a multiplicative triplet, are the parents on the graph more likely to have a
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0.0 o.o
- Higher-order interactions reveal hidden YO O

dynamics
- No model bias

Number of each kind of interaction

- We find hundreds of higher order w o |
interactions in the mouse brain 10
- They differ across cell types 10! || ‘ | ‘ | | ||
10° n I




A look ahead

- How do these interactions differ between cell types?
- Differential expression — differential regulation.

- Can we predict novel interactions?
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